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Neural Image Processing: 
Style Transfer, Image Transformation, Neural Compression



Review: Generative Adversarial Networks

A two-player minimax game between a generator and a discriminator

Goodfellow et al. NIPS’14



https://github.com/pytorch/examples/blob/master/dcgan/main.py

https://github.com/pytorch/examples/blob/master/dcgan/main.py


Example Code of Adversarial Training

https://github.com/pytorch/examples/blob/master/dcgan/main.py

https://github.com/pytorch/examples/blob/master/dcgan/main.py


Image Transformation through Latent 
Manipulation
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InterFaceGAN, Shen, Gu, Tang, Zhou, CVPR’20
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Image to Image Transformation
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Neural Image Processing

Code

Super-resolution

Colorization

Style transfer

Image compression



Basic model
Image Reconstruction through Auto-Encoder
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Reconstruction Loss d(y’, y)
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Per-pixel loss d(y’, y) = || y’ – y||2
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Reconstruction Loss d(y’, y)
• per-pixel loss does not capture perceptual differences between 

output and ground-truth images. 

• Consider two identical images offset from each other by a few pixels; 

despite their perceptual similarity they would be very different as 

measured by per-pixel losses.

y y’ yoffset

per-pixel loss will be huge



Image Reconstruction using CNN Feature Loss

Mahendran, A., Vedaldi, A.: Understanding deep image representations by inverting them. In: Proceedings of the IEEE Conf. on Computer Vision and Pattern Recognition (CVPR). (2015)
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Image Reconstruction using CNN Feature Loss

feature loss could be at different layers

Mahendran, A., Vedaldi, A.: Understanding deep image representations by inverting them. In: Proceedings of the IEEE Conf. on Computer Vision and Pattern Recognition (CVPR). (2015)

It means different layer’s feature activation captures knowledge of the data



Neural Style Transfer

https://towardsdatascience.com/neural-style-transfer-tutorial-part-1-f5cd3315fa7f

https://towardsdatascience.com/neural-style-transfer-tutorial-part-1-f5cd3315fa7f


Neural Style Transfer



Neural Style Transfer: Live Demo

• https://reiinakano.com/arbitrary-image-stylization-tfjs/

https://reiinakano.com/arbitrary-image-stylization-tfjs/


How to Represent Content and Style?

https://towardsdatascience.com/neural-style-transfer-tutorial-part-1-f5cd3315fa7f

https://towardsdatascience.com/neural-style-transfer-tutorial-part-1-f5cd3315fa7f


How to Represent Content and Style?

https://towardsdatascience.com/neural-style-transfer-tutorial-part-1-f5cd3315fa7f

Feature Loss

https://towardsdatascience.com/neural-style-transfer-tutorial-part-1-f5cd3315fa7f


How to Represent Content and Style?

Feature Loss

Style Loss???



Representing Style as Texture
• Texture information is preserved as the correlation of features in CNNs

L. A. Gatys, A. S. Ecker, and M. Bethge. Texture Synthesis Using Convolutional Neural Networks. NeurIPS, 2015.

Texture synthesis through back-propagation



Representing Style with Gram Matrix

https://towardsdatascience.com/neural-style-transfer-tutorial-part-1-f5cd3315fa7f
Gatys, L.A., Ecker, A.S., Bethge, M.: A neural algorithm of artistic style

https://towardsdatascience.com/neural-style-transfer-tutorial-part-1-f5cd3315fa7f


Transferring Style through back-propagation on 
both content and style losses

Gatys et al. Image Style Transfer Using Convolutional Neural Networks. CVPR’16





Drawback: back-propagation is slow and 
computationally expensive



Train an Image Transform Network

Johnson et al. Perceptual Losses for Real-Time Style Transfer and Super-Resolution. ECCV’16

Perceptual loss: 

Total variation regularizer:



Result of Style Transfer

Johnson et al. Perceptual Losses for Real-Time Style Transfer and Super-Resolution. ECCV’16



Result of Super-Resolution

Johnson et al. Perceptual Losses for Real-Time Style Transfer and Super-Resolution. ECCV’16

What are the metrics PSNR/SSIM?



Metrics for Image Reconstruction

• Pairwise similarity:

• PSNR

• MS-SSIM

• Distribution similarity (commonly used in GANs):

• FID



Metric: PSNR (Peak Signal-to-Noise Ratio)

• Peak signal-to-noise ratio (PSNR) is an engineering term for the ratio 

between the maximum possible power of a signal and the power of 

corrupting noise that affects the fidelity of its representation.

• Commonly used to measure the quality of lossy compression 

reconstruction, an approximation to human perception (30dB to 50 dB)



Metric: MS-SSIM (Multi-scale structural 
similarity index measure)
• Perceptual image quality assessment

https://www.cns.nyu.edu/pub/eero/wang03b.pdf

Multi-scale SSIM

SSIM:

luminance:

contrast:
structure:

https://www.cns.nyu.edu/pub/eero/wang03b.pdf


Metric: Frechet Inception Distance (FID)

• FID is the Wasserstein distance between two multidimensional 

Gaussian distributions ,(., Σ) and , .# , Σ$
• Rather than modeling the image pixels, it models the deep features 

from CNN called Inception v3

• Commonly used in GAN evaluation

https://en.wikipedia.org/wiki/Fr%C3%A9chet_inception_distance
https://machinelearningmastery.com/how-to-implement-the-frechet-inception-distance-fid-from-scratch/

https://en.wikipedia.org/wiki/Fr%C3%A9chet_inception_distance
https://machinelearningmastery.com/how-to-implement-the-frechet-inception-distance-fid-from-scratch/


Result of Super-Resolution

Johnson et al. Perceptual Losses for Real-Time Style Transfer and Super-Resolution. ECCV’16
PSNR/SSIM



Example: In-Domain GAN inversion

GAN image generation Train an encoder for GAN’s generator

Zhu et al. In-Domain GAN Inversion for Real Image Editing. ECCV’21



Example: In-Domain GAN inversion

Zhu et al. In-Domain GAN Inversion for Real Image Editing. ECCV’21

GAN inversion: optimize z such that x = G(z)



Image to Image Translation with 
Conditional GAN



Image to Image Translation

Isola et al. Image-to-Image Translation with Conditional Adversarial Nets. CVPR’17



x G(x)G D
fake

real
D

y

loss function:



Input Output Ground-truth

data downloaded from the Google Map

Isola et al. Image-to-Image Translation with Conditional Adversarial Nets. CVPR’17



Input L1 loss GAN loss

More structured loss



Amazing applications based on Pix2Pix

https://phillipi.github.io/pix2pix/

https://phillipi.github.io/pix2pix/


Amazing applications based on Pix2Pix

https://phillipi.github.io/pix2pix/

https://phillipi.github.io/pix2pix/


slides from Phillip Isola



slide from Phillip Isola



Cycle Consistency

slide from Phillip Isola

G

F

slides from Phillip Isola



Cycle Consistency

slide from Phillip Isolaslides from Phillip Isola



Cycle Consistency

https://arxiv.org/pdf/1703.10593.pdf

https://arxiv.org/pdf/1703.10593.pdf


Check this out: https://junyanz.github.io/CycleGAN/

Amazing applications based on CycleGAN

https://junyanz.github.io/CycleGAN/


Wide Applications of Adversarial Loss

Input Output

Target

G

D

Fake/Real

Output and target don’t 

need to be paired data!



Application: Compression Artifact Removal

Leonardo Galteri, Lorenzo Seidenari, Marco Bertini, and Alberto Del Bimbo. Deep generative adversarial compression artifact 
removal. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages 4826–4835, 2017.



Application: Denoising

Jingwen Chen, Jiawei Chen, Hongyang Chao, and Ming Yang. Image blind denoising with generative adversarial network 
based noise modeling. In The IEEE Conference on Computer Vision and Pattern Recognition (CVPR), June 2018.



Application: Super-resolution

Ledig et al. Photo-realistic single image superresolution using a generative adversarial network. In Proceedings of the IEEE 
Conference on Computer Vision and Pattern Recognition, pages 4681–4690, 2017.

4 x Upsampling



Application: Super-resolution

Ledig et al. Photo-realistic single image superresolution using a generative adversarial network. CVPR, 2017.

SRGAN



ESRGAN (Enhanced SRGAN)

https://arxiv.org/pdf/1809.00219.pdf

https://arxiv.org/pdf/1809.00219.pdf


ESRGAN (Enhanced SRGAN)

https://github.com/xinntao/BasicSRhttps://arxiv.org/pdf/1809.00219.pdf

https://github.com/xinntao/BasicSR
https://arxiv.org/pdf/1809.00219.pdf


ESRGAN on Resident Evil 2 demo video: https://www.youtube.com/watch?v=DZZ2HiN5_zc

https://www.youtube.com/watch?v=DZZ2HiN5_zc


Face Hallucination versus Face Super-resolution
32 x upsampling

16x16 pixels



Face Hallucination as an Inversion Problem

PULSE: Self-Supervised Photo Upsampling via Latent Space Exploration of Generative Models. CVPR’20

z
G(z)G(.)







Quantifying the AI Biases



Quantifying the AI Biases

Improving the Fairness of Deep Generative Models without Retraining. Tan, Shen, Zhou. https://arxiv.org/pdf/2012.04842.pdf

https://arxiv.org/pdf/2012.04842.pdf


Neural Compression



Neural Image Compression

Input Reconstruction

x y=E(x) x’ = G(y)

r(y) = -log(P(y))

E G

* P is the distribution model of y, using P and an entropy coding algorithm (e.g., 
arithmetic coding [30]), we can store y losslessly using bitrate r(y)

Objective:



Neural Image Compression with Adversarial Loss

Input Reconstruction

x y=E(x) x’ = G(y)
E G

* P is the distribution of code y, then an entropy coding algorithm on y

Objective:



High-Fidelity Generative Image Compression 
(NeurIPS’20)

.https://hific.github.io/

* Q is quantization, P is hyper-prior model

https://hific.github.io/


Experiments of High Fidelity Compression (HiFiC)

• Training set: It consists of a large set of high-resolution images 

collected from the Internet

• Testing set:

• Kodak [23] dataset (24 images),

• CLIC2020 [46] testset (428 images)

• DIV2K [2] validation set (100 images) bpp: bit per pixel



Calculating bpp for an image

• Say we have a jpg image with 420x920, its size is 20635 bytes. What is 

the bpp in this image?

• We know 1 byte = 8 bits, bpp (bits per pixel) = 20635 * 8 bits / 

(420*920)

• Other knowledge about units: 

• 1 Mb = 1024 kb

• 1 kb = 1024 bytes



Experiments of BPG

VARIATIONAL IMAGE COMPRESSION WITH A SCALE HYPERPRIOR. ICLR’18, https://arxiv.org/pdf/1802.01436.pdf

https://arxiv.org/pdf/1802.01436.pdf


Interactive demo images: https://hific.github.io/

https://hific.github.io/


Learned Lossless Image Compression

Practical Full Resolution Learned Lossless Image Compression. CVPR’20. https://arxiv.org/pdf/1811.12817.pdf

https://arxiv.org/pdf/1811.12817.pdf


Learned Lossless Image 
Compression

Practical Full Resolution Learned Lossless Image Compression. CVPR’20. https://arxiv.org/pdf/1811.12817.pdf

https://arxiv.org/pdf/1811.12817.pdf


Real-Time Adaptive Image Compression

Rippel and Bourdev. Real-Time Adaptive Image Compression. ICML’17. https://arxiv.org/pdf/1705.05823.pdf

https://arxiv.org/pdf/1705.05823.pdf


Learned Video Compression

Rippel et al. Learned Video Compression. ICCV’19. https://arxiv.org/pdf/1811.06981.pdf
https://www.wave.one/

https://arxiv.org/pdf/1811.06981.pdf
https://www.wave.one/


https://www.wave.one/

https://www.wave.one/


Other Resources on Neural Compression

• Neural Compression Workshop: https://neuralcompression.github.io/

• Workshop and Challenge on Learned Image Compression: 

http://clic.compression.cc/

Big tech companies really care about this technology!

https://neuralcompression.github.io/
http://clic.compression.cc/


• I-frames (intra-coded frames)

• P/B-frames (predictive frames)

• Both B- and P- frames capture only 

what changes in the video

Wu et al. Compressed Video Action Recognition. CVPR’18 https://arxiv.org/pdf/1712.00636.pdf

Other Application: Action Recognition on Compressed Video

https://arxiv.org/pdf/1712.00636.pdf


• I-frames (intra-coded frames)

• P/B-frames (predictive frames)

• Both B- and P- frames capture only 

what changes in the video

Trace-back from long-term dependency

Wu et al. Compressed Video Action Recognition. CVPR’18 https://arxiv.org/pdf/1712.00636.pdf

Other Application: Action Recognition on Compressed Video

https://arxiv.org/pdf/1712.00636.pdf


Other Application: Action Recognition on Compressed Video

• Use ResNet-152 to model I-frames and ResNet-18 to model the 

motion vectors and residual

speed-accuracy on UCF101

Wu et al. Compressed Video Action Recognition. CVPR’18 https://arxiv.org/pdf/1712.00636.pdf

https://arxiv.org/pdf/1712.00636.pdf


New Frontier: Neural Image Processing

Code

Super-resolution

Colorization

Style transfer

Image compression


