
Introduction on 
Generative Modeling

Bolei Zhou
The Chinese University of Hong Kong



Outline

• Introduction: from recognition to recreation
•Overview of the generative models
•Understanding generative models
• Inverting images for real image editing



Outline

• Introduction: from recognition to recreation
•Overview of the generative models
•Understanding generative models
• Inverting images for real image editing



Recognizing the Visual World

Input Image

Scene Recognition

Street, Residential neighborhood

objects
Scene Parsing



Datasets + Deep Neural Networks

2014: 120k annotated images2009: 1.2 million images

2014: VGG
16 layers

2015: GoogLeNet
22 layers

2016: ResNet
2017:DenseNet

>100 layers

2012: AlexNet
5 layers



Largest Scene Recognition Dataset.

10 million images from 400 categories.

5,000 AMT workers involved

[Zhou, Lapedriaza, Xiao, Torralba, Oliva, NIPS 2014], 
[Zhou, Lapedriaza, Khosla, Oliva, Torralba, IEEE PAMI 2017]

spare bedroom messy bedroom teenage bedroom romantic bedroom

http://places2.csail.mit.edu/

http://places2.csail.mit.edu/
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http://places2.csail.mit.edu/demo.html

Deep Representation for Classifying Scenes

http://places2.csail.mit.edu/demo.html


Live Demo: Scene Recognition based on 
PlacesCNN
• http://places2.csail.mit.edu/demo.html

http://places2.csail.mit.edu/demo.html


Pixel-Annotated ADE20K dataset

• Annotating each object instances in a scene
• Single expert annotator for >5 years of work

Labelme Annotation Tool

Ms. Adela Barriuso

Zhou, et al. Scene parsing through ade20k dataset. CVPR’17



Neural Networks for Scene Parsing

https://github.com/CSAILVision/semantic-segmentation-pytorch

Ground-truth PredictionInput

https://github.com/CSAILVision/semantic-segmentation-pytorch


Live Demo: Semantic Segmenation

• https://colab.research.google.com/github/CSAILVision/semantic-
segmentation-
pytorch/blob/master/notebooks/DemoSegmenter.ipynb

https://colab.research.google.com/github/CSAILVision/semantic-segmentation-pytorch/blob/master/notebooks/DemoSegmenter.ipynb


Recognizing the Visual World

Input Image

Scene Recognition

Street, Residential neighborhood

objects
Scene Parsing



From Recognition to Recreation 

Kid

Recognizing the scene
It is a  living room 

Recreating the scene



Recreating Scene is Challenging



How to Teach Machine to Recreate a Scene?

Concept of Perspective?

Concept of Objects?

Textures and Colors of Objects?

Definition of Scene Category?



Silver Bullet of 
Deep Learning

Deep Neural Networks 
+ Data



Classification versus Generation

Bedroom

Discriminative Model Generative Models

Goodfellow, et al. NIPS’14
Radford, et al. ICLR’15
T Karras et al. 2017
A. Brock, et al. 2018



Richard Feynman: 
“What I cannot create, 
I do not understand”



Inference and Generation

Predictions:
bedroom 

wood

foliage

layout

Inference Generation



Statistical Generative Models

• Data: samples such as images of bedrooms
• Prior knowledge: distribution functions (Gaussian, or other non-

linear?), loss function (e.g., maximum likelihood, adversarial loss?),

probability 
distribution p(x)

Learn Sample



PG-GAN StyleGAN BigGAN

Progress for Image Generation



Progress for Speech Synthesis

WaveNet

van den Oord et al, 2016c

Parametric

Concatenative

WaveNet

Unconditional

Text to Speech

Music

23



Image Super Resolution

Conditional generative model  P( high res image | low res image)

24
Ledig et al., 2017



Machine Translation

Conditional generative model  P( English text| Chinese text)

25
Figure from Google AI research blog.



Paragraph Generation

Radford et al., 2019. Demo from talktotransformer.com



DeepFakes (video+audio)



Image Translation

Conditional generative model  P( zebra images| horse images)

Zhu et al., 2017 28
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Overview of Generative Models

• Likelihood-based models: Autoregressive models
• Latent variable models: Variational Autoencoder (VAE)
• Implicit generative models: Generative Adversarial 

Networks (GANs)



Autoregressive generative model

• Given a dataset of handwritten digits (binarized MNIST)

• Each image has n = 28x28 =784 pixels, with each pixel either being 
black (0) or white (1)
• Goal: Learn a probability distribution p(x) = p(x1, …, x784)



Autoregressive generative model

• We can use chain rule for factorization: 
• p(x1, …, x784) = p(x1)p(x2|x1)p(x3|x1,x2)…p(xn|x1,…,xn-1)

• Then we can have the following simple autoregressive model
• P(x1=1;a1) = a1, p(x1=0;a1) = 1-a1

• P(x2=1|x1;a2)= logit(a02+a12x1)

• P(x3=1|x1,x2;a3)=logit(a03+a13x1+a23x2)

Fully visible sigmoid belief network (FVSBN)



NADE: Neural Autoregressive Density Estimation

To improve the factorization model: use one-layer neural network 
instead of logistic regression



Figure from The Neural Autoregressive Distribution Estimator, 2011.

Training data Samples from the probability



RNN: Recurrent Neural Networks

http://karpathy.github.io/2015/05/21/rnn-effectiveness/

http://karpathy.github.io/2015/05/21/rnn-effectiveness/


RNN: Recurrent Neural Networks

RNN model on Wikipedia

RNN model on Linux source code

http://karpathy.github.io/2015/05/21/rnn-effectiveness/

http://karpathy.github.io/2015/05/21/rnn-effectiveness/


PixelRNN and PixelCNN (Oord et al. 2016)

Model image pixel by pixel using raster scan order

https://arxiv.org/pdf/1601.06759.pdf

https://arxiv.org/pdf/1601.06759.pdf


PixelCNN and PixelRNN (Oord et al. 2016)

Samples from PixelRNN trained on ImageNet



WaveNet (Oord et al. 2016)

• CNN with 1D dilated convolutions

https://deepmind.com/blog/article/wavenet-generative-model-raw-audio

https://deepmind.com/blog/article/wavenet-generative-model-raw-audio


Summary of Autoregressive Models

• Autoregressive models: 
• Chain-rule factorization is fully general 

• Compact representation via conditional independence and/or neural 

parameterizations 

• Pros: 
• Easy to evaluate likelihoods 

• Easy to train

• Cons: 
• Requires an ordering 

• Generation is sequential 

• Cannot learn features in an unsupervised way



Latent Variable Models
• Gender, eye color, race, pose are the variation factors in images, 

unless annotated, they are not explicitly available
• Then we can model them as (low-dimensional) latent variables



Latent Variable Models

Data generation process could be driven by the latent variables

Latent variables

Observation



Latent Variable Models

• We can define complex models p(x) in terms of simple building blocks 
p(x|z)
• It can be applied for unsupervised learning tasks easily
• Challenge: much more difficult to learn due to the latent variables.



Mixture of Gaussians as a simple latent variable model

Generative process: 
• Pick a mixture component k 

by sampling z
• Generate a data point by 

sampling from that Gaussian



Mixture of Gaussians as a simple latent variable model

• Unsupervised learning: the posterior p(z|x) identifies the mixture 
component i = argmax p(z=i|x)



Autoencoder

Autoencoder is originally proposed for dimensionality reduction and 
feature learning

G.E. Hinton et al Science, 2016. 



Autoencoder

Autoencoder is originally proposed for dimensionality reduction and 
feature learning

Clustering using the latent features

G.E. Hinton et al Science, 2016. 

MNIST Digits Documents



Variational Autoencoder

• Problem with the vanilla autoencoder is that we cannot sample the 
latent code to generate new image
• Thus variational autoencoder is introduced

https://github.com/pytorch/examples/blob/master/vae/main.py

https://github.com/pytorch/examples/blob/master/vae/main.py


Variational Inference
Evidence Lower Bound (ELBO) holds for any q



Variational Inference

https://deepgenerativemodels.github.io/assets/slides/cs236_lecture5.pdf
https://deepgenerativemodels.github.io/assets/slides/cs236_lecture6.pdf



Variational Autoencoder

Synthesis quality looked good, but not good for recent two-year standard



VQ-VAE and VQ-VAE-2

• Vector Quantized Variational AutoEncoder (VQ-VAE)
• Discrete latent representation + PixelCNN for handling posterior collapse

https://arxiv.org/pdf/1906.00446.pdfhttps://arxiv.org/pdf/1711.00937.pdf

https://arxiv.org/pdf/1906.00446.pdf
https://arxiv.org/pdf/1711.00937.pdf


https://arxiv.org/pdf/1906.00446.pdfhttps://arxiv.org/pdf/1711.00937.pdf

PixeCNN is learned on the discrete latent space

VQ-VAE-2VQ-VAE-1

https://arxiv.org/pdf/1906.00446.pdf
https://arxiv.org/pdf/1711.00937.pdf


VQ-VAE and VQ-VAE-2

https://arxiv.org/pdf/1906.00446.pdfhttps://arxiv.org/pdf/1711.00937.pdf

VQ-VAE on ImageNet’s Tinca class BigGAN

Very well handle mode-collapse issue in generative models

https://arxiv.org/pdf/1906.00446.pdf
https://arxiv.org/pdf/1711.00937.pdf


Summary of Latent Variable Models

Pros: 

• Easy to build flexible models

• Suitable for unsupervised learning

Cons:

• Hard to evaluate likelihood

• Hard to train via maximum-likelihood, as it is difficult to 

compute the posterior inference p(z|x) which requires 

variational approximations



Autoregressive models and Variational 
Autoencoders
• Both model families are based on maximizing likelihoods (or 

approximation)

• Is that likelihood a good indicator? Any other likelihood-free 
generative modeling?
• Can we throw away KL-divergence and likelihood???



Generative Adversarial Networks

A two-player minimax game between a generator and a discriminator

Goodfellow et al. NIPS’14





Optimal generatorSymmetric KL divergence



GAN training algorithm
Repeat:

Joint loss:



Example code of training GAN

https://github.com/pytorch/examples/blob/master/dcgan/main.py

https://github.com/pytorch/examples/blob/master/dcgan/main.py


GenForce: Generative Modeling for Everyone

• https://github.com/genforce/genforce
• Open-source PyTorch library for generative modeling
• 60+ pretrained GAN models with Colab live demo

https://github.com/genforce/genforce


https://colab.research.google.com/github/genforce/genforce/blob/master/docs/synthesize_demo.ipynb

https://colab.research.google.com/github/genforce/genforce/blob/master/docs/synthesize_demo.ipynb


Live Demo: Try Pretrained Generative Models

• Try the Google Colab for BigGAN:
https://colab.research.google.com/github/tensorflow/hub/blob/maste
r/examples/colab/biggan_generation_with_tf_hub.ipynb
• Try the Google Colab for StyleGAN from GenForce:
https://colab.research.google.com/github/genforce/genforce/blob/mas
ter/docs/synthesize_demo.ipynb

https://colab.research.google.com/github/tensorflow/hub/blob/master/examples/colab/biggan_generation_with_tf_hub.ipynb
https://colab.research.google.com/github/genforce/genforce/blob/master/docs/synthesize_demo.ipynb
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What have been learned inside the GANs?



Random vector

512 dimensions

Randomly generated image

Deep Generative Representation

Generator

Some slides are from David Bau



Progressive GANs [Karras et al., ICLR 2018]Slide from David Bau



Progressive GANs [Karras et al., ICLR 2018]Slide from David Bau



Slide from David Bau



Randomly generated image

Are there watermark units?

Random vector

512 dimensions

Slide from David Bau



Slide from David Bau



Deactivating banner units in layer 4

Slide from David Bau



Deactivating watermark units in layer 4

Slide from David Bau



Random vector

512 dimensions

Randomly generated image

Are there other objects?

Tree?
Door?

Tower?

GAN Dissection [Bau et al., ICLR 2019]Slide from David Bau



Are there other objects?

GAN Dissection [Bau et al., ICLR 2019]

Randomly generated image

Random vector

512 dimensions

Slide from David Bau



Are there other objects?

GAN Dissection [Bau et al., ICLR 2019]

Randomly generated image

Random vector

512 dimensions



Are there other objects?

GAN Dissection [Bau et al., ICLR 2019]

Randomly generated image

Random vector

512 dimensions



Are there other objects?
Randomly generated image

GAN Dissection [Bau et al., ICLR 2019]

Random vector

512 dimensions



Are there other objects?
Randomly generated image

GAN Dissection [Bau et al., ICLR 2019]

Random vector

512 dimensions



Semantic segmentation

tree

Agreement

Random vectors

Dissecting a GAN
Generate lots of images

GAN Dissection [Bau et al., ICLR 2019]

tree

tree



Unit 365 draws trees

Unit 43 draws domes

Unit 14 draws grass

Unit 276 draws towers

Units Emerge as Drawing Objects



Turning off window units



Turning on door units



Turning on door units



Turning on door units



Turning on door units



Turning on door units



Turning on door units



Interactive Object Editing

Online demo:
ganpaint.io

Semantic Photo Manipulation with a Generative Image Prior. SIGGRAPH 2019



Editing Objects vs. Global Attributes



Different layout Living room

Indoor lighting Wooden style

Manipulating Global Attributes



Random vector

512 dimensions

Randomly generated image

Deep Generative Representation

Lamp
Pillow

Bed

How latent code affects the output?

Generator



Random Walk in Latent Space of Bedroom

94



Multiple Levels of Abstractions for Scenes
Scene category: 
bedroom

Scene attributes: 
nature lighting 

wood

foliage

... 

Layout Segmentation

ceiling

wall

window

floor

bed

pillow

shade



Identifying the Causality in Latent Space

Scene category: bedroom

Scene attributes: nature lighting, 

wood, foliage

Predicted semantics

To identify the cause-effect relations

Random vector

512 dimensions

Ceyuan Yang*, Yujun Shen*, Bolei Zhou. Semantic Hierarchy Emerges in Deep Generative Representations for Scene Synthesis.
https://arxiv.org/pdf/1911.09267.pdf

https://arxiv.org/pdf/1911.09267.pdf


Latent Space

!! ∼ #(0, ')

Identifying Causality in Latent Space

)! = +(,!)
Attribute Space

Off-shelf
Classifier

Image Space

,! = -(!!)

Generator



Pushing Latent Code through Boundary

98

Latent Space More indoor lighting !(# + λ&)!(#)
Natural lighting

Indoor lighting



Turning up the lights



Various Attribute Boundaries in Latent Space

100

Latent Space
Natural lighting

Indoor lighting

Cloud

Non-Cloud

Vegetation

Non-vegetation



Adding clouds



Adding vegetation



Layer-wise Stochasity

Latent vector

DC-GAN, PG-GAN

Constant

StyleGAN, StyleGANv2 [Karras et al]

Layer-wise 

latent vectors



Semantic hierarchy emerges from 
synthesizing scenes

Constant

vector

Style-GAN

Layer-wise 

latent vectors

ObjectsLayout Attributes Color scheme

Layer Depth



Edit layout at layers 0-1
ObjectsLayout Attributes Color scheme

Layers



Edit category (Bedroom to 
Dining Room) at layers 3-6 

ObjectsLayout Attributes Color scheme

Layers



Live Demo: Code of HiGAN

• https://github.com/genforce/higan
• Colab live demo: 

https://colab.research.google.com/github/genforce/higan/blob/mast
er/docs/HiGAN_Bedroom.ipynb

https://github.com/genforce/higan
https://colab.research.google.com/github/genforce/higan/blob/master/docs/HiGAN_Bedroom.ipynb


Random vector

512 dimensions

Randomly generated image

Deep Generative Model for Faces

Generator



How to Customize the Output?
Different angle

Different age

Latent space Output

512 dimensions

Generator



Random Walk in the Latent Space

Latent space 



Causal Relations in the Latent Space

Predicted Attributes:

Male, middle age,
front face, no glasses

Latent space 
Generator



InterFaceGAN: Interpreting Semantics in Face GANs

Latent Space Image Space

Generator 

Attribute Space

Classifier

Train attribute classifier in latent space

male

female

Yujun Shen, Jinjin Gu, Xiaoou Tang, Bolei Zhou. CVPR2020



Varying the Latent Code through Boundary

Latent Space
male

female
Decision Boundary

More female



Various Attribute Boundaries to Divide the Latent Space

Latent Space
male

female

old

young

smile

calm



Make me cooler

Make me more man

Make me younger

Make me front faced



Correcting the Mistakes Made by GAN





Code for InterfaceGAN

• https://github.com/genforce/interfacegan
• Colab live demo: 

https://colab.research.google.com/github/genforce/interfacegan/blo
b/master/docs/InterFaceGAN.ipynb

https://github.com/genforce/interfacegan
https://colab.research.google.com/github/genforce/interfacegan/blob/master/docs/InterFaceGAN.ipynb
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GAN-Synthesized Image

How to edit my own face?
Make me cooler

My Profile photo

Make me younger



GAN Inversion: Inverting Real Face to Latent Code

Latent Space z

x	=	G(z)

Real Image x
Inversion

Synthesis



Real face x

Optimized code

512 dimensions

Z*

GAN Inversion



Optimized code

512 dimensions

Z*

Reconstructed face

GAN Inversion



GAN inversion is challenging!

Inversion

Different initialization



Extended latent codes

Abdal, et al. Image2StyleGAN: How to Embed Images Into the StyleGAN. ICCV’19

z

DC-GAN, PG-GAN

Constant

Style-GAN

Z1 Z2 Z3



Image2StyleGAN: it works to some degree

Inversion from 

single code
Target

Inversion from 

Image2StyleGAN

512 dimensions 14x512 dimensions 



But it seems overfitting the target image

* Generator is trained on human faces only

Target TargetImage2StyleGAN Image2StyleGAN



But it seems overfitting the target image

Inverted codes don’t very well support the manipulation

Target Image2StyleGAN Add smile Add glasses



Issue: resulting code might be out of the 
original latent domain

Out-of-Domain Inversion

!
( )



Many recent works on adding encoder to GAN generator:

GAN lacks the inference ability:

!z x

" !z!!"#$ !!"%

Adversarial Latent Autoencoders (CVPR’20)BigBiGAN (NeurIPS’19)

Input Reconstruction Input Reconstruction

In-Domain Inversion (ECCV’20)

Input Reconstruction



Encoder-constrained Optimization

Jiapeng Zhu, Yujun Shen, Deli Zhao, Bolei Zhou. In-Domain GAN Inversion for Real Image Editing. ECCV 2020

Unconstrained Inversion

!
( )

"

!
( )

In-Domain Inversion



Comparison with Image2StyleGAN

Target Reconstruction Decrease age Add smile Add glasses

Image2StyleGAN

In-Domain Inversion



Demo of image manipulation



Demo of image interpolation



Semantic Diffusion

Foreground

Background

Copy and paste



Ba
ck

gr
ou

nd
Foreground



• Colab: 
https://colab.research.google.com/github/genforce/idinvert_pytor
ch/blob/master/docs/Idinvert.ipynb

Live Demo: Try your own image!

https://www.youtube.com/watch?v=2qMw8sOsNg0

Two Minute Papers Channel’s report

https://colab.research.google.com/github/genforce/idinvert_pytorch/blob/master/docs/Idinvert.ipynb
https://www.youtube.com/watch?v=2qMw8sOsNg0


Scene Harmonization

Copy and paste a new bed Copy and paste a new window

Masked optimization Masked optimization



Unsupervised Discovery of Steerable Dimensions



Unsupervised Discovery of Steerable Dimensions

https://genforce.github.io/sefa/Shen and Zhou. Closed-Form Factorization of Latent Semantics in GANs. CVPR’21

z

G1(z)

https://genforce.github.io/sefa/


Steerable Dimensions in Generative Model of Cats

Head pose Body pose Zoom-in and out



Steerable Dimensions in Generative Model of Animes

Head pose Eye size Mouth



demo video

https://genforce.github.io/sefa/

https://genforce.github.io/sefa/


Live Demo: SeFa

• Interface: 192.168.72.172:1234 (to be open by TA)
• Google Colab: 

https://colab.research.google.com/github/genforce/sefa/blob/master
/docs/SeFa.ipynb
• Open-source code: https://github.com/genforce/sefa

https://colab.research.google.com/github/genforce/sefa/blob/master/docs/SeFa.ipynb
https://github.com/genforce/sefa


Jinjin Gu, Yujun Shen, Bolei Zhou. CVPR’20

Deep Generative Prior for Image Processing



Deep Generative Prior for Image Processing

Super-resolution loss:

Colorization loss:

Inpainting loss:

Jinjin Gu, Yujun Shen, Bolei Zhou. CVPR’20

Inversion loss



Image inpainting Image colorization

Image denoising Image super-resolution



A recent survey paper on GAN inversion

• https://arxiv.org/pdf/2101.05278.pdf

https://arxiv.org/pdf/2101.05278.pdf


Other generative models

• Normalizing flows
• Energy-based models
• Image2Image translation



Image to Image Translation

noise2image

image2image



Image to Image Translation

Isola et al. Image-to-Image Translation with Conditional Adversarial Nets. CVPR’17



x G(x)G D
fake

real
D

y

loss function:



Input Output Ground-truth

data downloaded from the Google Map

Isola et al. Image-to-Image Translation with Conditional Adversarial Nets. CVPR’17



Input L1 loss GAN loss

More structured loss



Amazing applications based on Pix2Pix

https://phillipi.github.io/pix2pix/

https://phillipi.github.io/pix2pix/


Amazing applications based on Pix2Pix

https://phillipi.github.io/pix2pix/

https://phillipi.github.io/pix2pix/


slides from Phillip Isolaslide from Phillip Isola



slide from Phillip Isola



Cycle Consistency

slide from Phillip Isola

G

F



Cycle Consistency

slide from Phillip Isola



Cycle Consistency

https://arxiv.org/pdf/1703.10593.pdf

https://arxiv.org/pdf/1703.10593.pdf


Check this out: https://junyanz.github.io/CycleGAN/

Amazing applications based on CycleGAN

https://junyanz.github.io/CycleGAN/


Summary

• Introduction: from recognition to recreation
•Overview of the generative models
•Understanding generative models
• Inverting images for real image editing
• Image2Image translation
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